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1 Introduction 

In Deliverable D3 the dissimilarity and distance functions for numerical and categorical data were pre-

sented. In Deliverable D4 the case of semantic similarity was discussed. Also in D4 a compatibility measure 

was presented to combine different types of attributes into a single measure. It permits the combination of 

the contribution of numerical, nominal and semantic features into a global function (Batet, 2010).  

In case of not having weights for the different attributes, according to the principles of compatibility 

measures proposed by Anderberg (Anderberg, 1973), the contribution of a single feature to the final distance 

can be set up depending on its type and it can be computed per blocks, regarding the types of the considered 

variables. This expression (Eq. 1) permits to associate a weight to each component, giving different im-

portance to numerical (N), categorical (C) and semantic attributes (S).  
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In case of knowing the weight that the user wants to give to each type of attribute, the three components 

in Eq. 1 can be weighted by the user. The set of weights will fulfil that 1 SCN www .                                                             
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The quadratic form of the distance )',(
2

iid is required in some clustering methods, such as the Ward cri-

terion that was tested in some previous works (Batet, 2010; Batet, Valls, & Gibert, 2011). Since in the proto-

type we are going to apply the k-means algorithm, we do not need a quadratic form, as given in Eq. 2.  

In the following sections we will give the details about the distance calculation for each type of attribute. 
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2 Distance calculation 

2.1 Numerical attributes 

In the CITIES data matrix, the numerical attributes are two: 

 Population – Numerical  

 Elevation – Numerical 

The distance will be calculated with the Euclidean distance, as proposed in Deliverable D4. To allow the 

user to give different overall importance to each feature, we have implemented the weighted Euclidean dis-

tance for the attributes in the set N. As usual, we consider that 1
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It is worth to note that the values     are previously normalized in the range [0, 1] using Eq. 4. 

      
     

        
                                                                  (4) 

Due to the fact that the frequency distribution is not uniform but has a high peak on the low values (see 

Internal Report T3-2), we have taken as maximum value the one at the percentile 85%. Consequently, for the 

Population attribute, the maximum is fixed at 4,000,000 and cities with highest concentrations of people will 

receive a normalized value of 1. For the Elevation attribute, the maximum is fixed at 250 meters.  

The following tables show some examples of the results obtained. 

Table 1. Distances between some cities according to the attribute Population  

 

 

Table 2. Distances between some cities according to the attribute Elevation  
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2.2 Categorical attributes 

In the CITIES data matrix, the categorical attributes are two: 

 Continent code – Categorical 

 Climate – Categorical 

In Deliverable D4 the Chi-squared distance is proposed for categorical attributes. This approach consid-

ers the frequencies of each category when calculating the distance to another category. Consequently, the 

underlying distribution of the modalities of the attribute influence the similarity values obtained. In particu-

lar, we have used a decomposition of the χ
2 
metrics calculation prosed in (Gibert & Nonell, 2003). 
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Table 3 shows the frequency distribution of the modalities for the two categorical attributes Continent 

and Climate. 

Table 3. Frequency distribution of the Continent and Climate attributes. 

      

 

 

Notice that if we calculate the distance for a city placed in EU and a city placed in SA we obtain: 

 (     )  
 

  
  

 

 
      

And a larger distance is obtained when comparing a city placed in AF and another placed in OC: 

 (     )  
 

 
  

 

 
      

 

  

Continent Frequency %   

AF 3 2 

AS 37 24,7 

EU 79 52,7 

NA 23 15,3 

OC 2 1,3 

SA 6 4 

Climate Frequency %   

Desert 6 4 

Humid continental 15 10 

Humid sub-tropical 33 22 

Mediterranean 19 12,7 

Oceanic 60 40 

Semi-arid 2 1,3 

Subarctic 1 0,7 

Tropical monsoon 2 1,3 

Tropical rainforest 2 1,3 

Tropical savannah 10 6,7 
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These tables show some examples of the results obtained with the Chi-squared distance: 

Table 4. Chi-squared distances between some cities according to the attribute Continent  

 

Table 5. Chi-squared distances between some cities according to the attribute Climate  

 

 

We can observe some “attraction” behaviour of the continents with high frequency. The goal of 

DAMASK recommender system is to help to diversify the destinations that are proposed to a tourist, so it 

seems not adequate that the cities that are in modalities with high concentration of options increase the simi-

larity among them. For this reason, we finally have taken the Hamming distance based on the equali-

ty/inequality of the modalities. This distance takes into account the number of between the differences in the 

values of the categorical attributes, giving one of the following values when comparing the two modalities of 

the objects i and i’ for the k-th attribute: 
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Therefore, to calculate the overall distance for the set of categorical variables C, we make a weighted 

average of the partial distances given by Eq. 6 for each individual attribute, with 1
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, as defined in Eq. 
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The following tables show some examples of the results obtained with the Hamming distance. 

Table 6.  Hamming distance between some cities according to the attribute Continent 

 

 

 



 

 

  ITAKA Group 2012                                           - 7 - 

Table 7. Hamming distance between some cities according to the attribute Climate 

 

 

2.3 Semantic attributes 

Finally, the third component of the compatibility distance measure corresponds to the contribution of the 

semantic features, which can be computed using any of the exiting measures presented in Deliverables D3 

and D4. Those measures are based on the knowledge provided by the domain ontologies. In this case we will 

use the DAMASK ontology, explained in the Internal project report T3.2. 

As argued in D4, the Superconcept-based distance (Batet, Valls, & Gibert, 2010) has been selected after 

the analysis of its behaviour in different datasets. The SCD definition for comparing a pair of concepts ci and 

cj is based on the following premises (see D4 for details): 

 Let us define the full concept hierarchy or taxonomy (H
C
) of concepts (C) of an ontology as a transi-

tive is-a relation H
C
  C × C. 

 Let us define the set  (  ) that contains the concept ci and all the superconcepts (i.e., ancestors) of ci 

in a given taxonomy as: 

 (  )={cj ∈ C | cj is superconcept of  ci }  { ci }     (8) 

Then the Euclidean-based SuperConcept-based distance (SCD) is defined as 

   (     )  √
| (  )  (  )| | (  )  (  )|

| (  )  (  )|
     (9) 

This is the squared root of the number of different ancestors divided by the number of total ancestors 

(the union). Let’s calculate for instance the distance between Church and Mosque in the ontology represent-

ed in Figure 1. 
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Figure 1: DAMASK ontology portion related to religious buildings 

 

Church and mosque have 4 different ancestors (SCD requires counting itself as ancestor) and the union 

of ancestors is 8. Hence, the distance between Church and mosque is √    = 0,7. The squared root is used to 

smooth the result and highlight the small differences. 

 

2.3.1  An extension of SCD to be used in multi-valued attributes 

In the CITIES data matrix the attributes corresponding to semantic features usually have more than one 

value (see the Internal Report T3-2). Therefore, the case of multi-valued semantic attributes has been stud-

ied. Let us consider an example: calculate the distance between Barcelona and Berlin regarding their reli-

gious buildings. The values of these cities are the following. According to the elicitation process we know 

that all the values correspond to some concept in the DAMASK ontology (so we do not require considering 

the case of values that are not found in the ontology). 

Barcelona Church#Cathedral#Basilica#Abbey 

Berlin Mosque#Synagogue#Church#Cathedral#Temple#Parish 

 

The algorithm used to determine the distance between two cities is as follows: 

1. Take a concept value of city A and calculate its semantic distance to each concept of city B, using 

the ontology. This results in an array of distances. 

2. Take the minimum distance on this array and register it in an auxiliary array. In the example 

above, the minimum distance of Church (in Barcelona) to all the values in Berlin is 0.0 (Church 

also in Berlin). 

3. Repeat this process for all the concepts in A with respect to B. 

4. Repeat this process for all the concepts in B with respect to A. 

5. Aggregate all the partial distance values with the Ordered Weighted Average (OWA) operator. 
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Let us consider the example of comparing Barcelona and Berlin. The first step makes the following cal-

culations: 

Church Cathedral Basilica Abbey 

 

 

Mosque Synagogue Church Cathedral Temple Parish 

This will result in an array of distances like these: 0.7, 0.7, 0.0, 0.2, 0.7 and 0.9. The minimum is 0.0. 

Church Cathedral Basilica Abbey 

 

 

Mosque Synagogue Church Cathedral Temple Parish 

As before, both cities have a cathedral, so the distance here to save is also 0.0. Now in the array we have 

[0.0, 0.0].  

Church Cathedral Basilica Abbey 

 

 

Mosque Synagogue Church Cathedral Temple Parish 

Now, this results in an array of distances like these: 0.7, 0.7, 0.7, 0.7, 0.2 and 0.9. The minimum dis-

tance now is between Basilica and Temple (0.2); we save it in the array -> [0.0, 0.0, 0.2]. 

 

The process continues for all the concepts for city A, and then we do the same from city B to city A: 

 

Church Cathedral Basilica Abbey 

 

 

Mosque Synagogue Church Cathedral Temple Parish 

When all the distances are calculated, we will end with an array like this: [0.0, 0.0, 0.2, 0.2, 0.7, 0.7, 0.0, 

0.0, 0.2, 0.9]. Next is to apply the operator OWA to this array.  

 

This process can be summarised in the following definition. 

Definition 1: SuperConcept-based distance for multi-valued attributes (SCDmv) 

     (    )      ({           (   (      ))}  {           (   (      ))})      (10) 

Finally, the distance for semantic attributes that is used in the compatibility measure is a weighted aver-

age of the SuperConcept distances obtained for each of the attributes: 

  
 (    )  ∑   

   
        (    )                                                          (11) 

 

This approach to multi-valued data is based on the aggregation operation OWA. This operator was de-

fined by R.R. Yager in (Yager, 1988). Since its appearance, it has been studied by many authors and it has 

been widely applied to many decision making problems (Beliakov, Pradera, & Calvo, 2007; Herrera, 

Herrera-Viedma, & Verdegay, 1996; Merigo & Gil-Lafuente, 2009; Xu, 2006). 

Definition 2: A function        is an OWA operator of dimension   if it has an associated vector   

of dimension   such that its components satisfy: 

a.      [   ] 

b. ∑      
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And: 

 (          )  ∑     
 
                                                            (12) 

, where    is the j-th largest element of the bag 〈          〉. 

Notice that the fundamental aspect of this operator is the re-ordering step, in particular an argument    is 

not associated with a particular weight    but rather a weight is associated with a particular ordered position 

of argument.  

The set of weights is extremely important in the OWA method, because it determines the aggregation 

policy that the decision maker is imposing on the decision process. Some measures have been introduced to 

characterize a weight vector, such as evaluating its attitudinal-character (or orness), which is defined as 

(Yager, 1988): 

 ( )  
 

   
 ∑   

 
   (   )                                                      (13) 

It is known that     [   ]. As a general rule, as the allocation of weight in W moves to the top, then   

gets closer to one, meanwhile as the weights move to the bottom,   gets closer to zero. Furthermore, if W is 

symmetrical, then  ( )     . This measure provides a characterization of the type of aggregation being 

performed. An   value near one indicates a bias toward considering mainly the larger values in the argument 

(i.e. high orness or disjunctive behaviour), while an   value near zero indicates preference is being given to 

the smaller values in the argument (i.e. high andness or conjunctive behaviour). An   value near 0.5 is an 

indication of a neutral type aggregation (i.e. averaging). 

 

2.3.2  Generation of the OWA weights 

When comparing pairs of cities, the number of arguments (i.e. partial distances) to aggregate is not a 

constant, it depends on the number of concepts that each city has, consequently we cannot use predetermined 

OWA weights. For example, if one city has 2 religious buildings and it is compared with another city with 5 

religions buildings, with the process described in xx, we will generate 2 × 5 = 10 similarity values to be ag-

gregated using the OWA operator. 

In this section, we analyse three different methods for generating automatically the set of OWA weights. 

 

1. Borda-Kendall law: which uses a linear function (Lamata & Cables, 2009; Lamata & Pérez, 2012): 

    
 (     )

 (   )
                                                                      (14) 

 

The resulting array of weights for n=10 is: [0.182, 0.164, 0.145, 0.127, 0.109, 0.091, 0.073, 0.055, 

0.036, 0.018]. This is the graphic of weights: 
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Figure 2: Graphic of the resulting OWA weights using a linear function 

If we apply these weights to the ordered (from lower to higher) array of distances and sum them all, we 

obtain the distance between the two cities. Following the previous example, for the religious buildings at-

tribute, the distance between Barcelona and Berlin: 0.134 

Notice that this method gives more weight to the similarities than to the differences. It has high orness 

with a value of  0.67. 

This process is executed by a Java application that will result in various excel files (Table 8), one per 

each column in the main data matrix, containing all the distances between each of the cities.  

Table 8. Example of the result for the “Religious buildings” attribute 

 

 

2. Non-linear decreasing function. We have defined a function that generates a set of weights in a 

non-linear decreasing way as shown in Figure 3. The equation used is the following: 

    
 

 
 
 

                                                                          (15) 

This will result in an array of weights that do not sum 1. To solve this, all the resulting values are 

summed and then each one is divided by this resulting sum, like normalization. Now the weights sum 1 as 

expected, and this are their values for n=10: [0.281 0.161 0.116 0.093 0.077 0.067 0.059 0.053 0.048 0.044]. 

Its orness is 0.69 and this is the graphic of weights: 
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Figure 3: Graphic of the resulting weights using a non-linear decreasing function 

Table 9. Example of the result for the “Religious buildings” attribute using the non-linear decreasing set 

of weights for OWA 

 

These results are similar to the ones seen with the previous method, which only small changes. This is 

due to the bigger weight given to the first value and to the major dissimilarities. 

 

3. Linguistic quantifiers: The classical logic uses just two quantifiers, which are: the universal quanti-

fier   (all) and the existential quantifier   (exists). But one may want to use something in between 

like most, many, at least half, some, and few. These are the linguistic quantifiers defined for fuzzy 

sets in (Yager, 1993, 1996). They permit to model different compensation aggregation mechanism, 

applied to define different behavioural policies (from pessimistic – conjunctive – to optimistic – dis-

junctive). 

 

After a careful study of the behavioural character of the different approaches, we have decided to use 

the linguistic quantifier many for aggregating the partial distances obtained for semantic attributes. 

This quantifier models a partial conjunctive policy. It means that a city will be similar to another one 

if many of their values in the semantic attributes are similar. Not permitting the compensation of low 

values with high ones.  

The weights associated to linguistic quantifiers are usually obtained from Fuzzy Quantifiers (Yager, 

1996). A function Q : [0, 1] → [0, 1] is a regular monotonically non-decreasing fuzzy quantifier 

(non-decreasing fuzzy quantifiers for short) if it satisfies:  
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(i) Q(0) = 0;  

(ii) Q(1) = 1;  

(iii) x > y  implies  Q(x) ≥ Q(y). 

 

A well-known fuzzy quantifier is based on the sigmoidal function and it is given by the following 

definition. 

  

  ( )    ( )  {

                                                           
 

    (   )                                   

                                                            

                       (15) 

A graphical representation of this fuzzy quantifier is given in Figure 4 for some particular values on 

the parameter α, α= {0, 0.1, . . . 0.9}. We can observe that for small a values, the function increases 

quickly near x = 0,whereas the increase is smoothly for larger values of α. 

 
 

 
 

Figure 4: Representation of function 15 for α 0 to 0.9. 

 

Using this fuzzy quantifier, the OWA weights can be obtained with the following equation: 

   [ (
 

 
)   (

   

 
) ]                                                      (16) 

 

For the linguistic quantifier “most”, the recommended value is α = 0.6. Using Eq 16 and Eq 15, the set 

of weights obtained to aggregate 10 values is shown in Figure 5. Taking into account that the OWA operator 

will sort the values in a decreasing way, we are giving high weights for those values that are below the medi-

an, which assures that all the previous ones are equal or higher. Different values of the parameter α would 

shift the curve in the figure 5 to the left for lower values and to the right otherwise. 
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Figure 5: Graphic of the resulting weights using the linguistic quantifier defined by Eq. 16 with α = 0.6 for n = 10 

The results obtained with this set of weights in the OWA operator are quite different from the ones re-

sulting when applying the previous methods: for n=10 the resulting weights are [0.007 0.011 0.029 0.072 

0.150 0.231 0.231 0.150 0.072 0.029] and its orness is 0.39. In this case, the weight for the most similar and 

the most dissimilar concepts of the array are low, so that if most of the cities do only coincide in 1 value (f.i. 

in religious buildings, almost every city has a church), the result is a high value of similarity using the meth-

ods 1 and 2, but not with this one.  

Here is another example represented in Figure 6 for n=4, which results in weights [0.029 0.239 0.548 

0.164] and an orness of 0.28. 

 

Figure 6: Graphic of the resulting weights using the linguistic quantifier defined by Eq. 16 with α = 0.6 for n = 4 

 It can be seen that as explained before, the most similar and the most dissimilar values have low 

weights. The orness values obtained indicate that in this case we are taking a more conjunctive behaviour, 

less compensative. With this approach we are able to stress the differences, enhancing the discriminating 

power of semantic features. This is an interesting result for clustering purposes, so this third approach is the 

one that will be included in the recommender system. 
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Table 10. Example of the results for the attribute “Religious buildings” using the linguistic quantifier 

“most”. 

 

 

2.3.2.1  Comparison of the different methods for generating OWA weights 

In order to apreciate the differences between the three different techniques for generating automatically 

the set of weights, a comparative has been done in table 11. 

 

Table 11. Comparative of the 3 methods for the “Religious buildings” attribute. 

 Linear OWA Non-linear OWA Linguistic qualifier OWA 

Aberdeen – Agra 0.35 0.33 0.75 

Antwerp – Barcelona 0.03 0.07 0.05 

Agra – Amsterdam 0.83 0.81 0.92 

Aberdeen – Bangkok 0.98 0.97 0.96 

Barcelona – Budapest 0.11 0.15 0.26 

 

It is easy to see that the distances are a bit larger if the linguistic qualifier most is used, because it is 

more pessimistic than the two first approaches. This specially noted between Aberdeen and Agra, because 

we have decreased the compensation factor. For cities with a lot of values in common, such as Antwerp and 

Barcelona, the difference is small. Similarly, with cities with very few things in common, such as Aberdeen 

and Bangkok, the three approaches give also a quite similar distance value. Further analysis will be done 

using the results of the clustering.  
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2.4  Treatment of the missing values 

 

The treatment of missing values must deserve special attention in clustering algorithms. In the CITIES 

data matrix that has been compiled in the DAMASK project we only find missing values in the semantic 

attributes. The numerical and categorical information is complete for all the cities, because we have used 

different extraction mechanisms until obtaining all the data, as explained in the Internal Report T3-2.  

For the case of semantic descriptions, in case that the system is not able to find any evidence for a given 

attribute, the symbol ‘?’ is used. As explained in the Internal Report T3-2, in this case, the symbol is not 

exactly representing a missing value as normally understood, because the lack of information about one at-

tribute is telling us that probably the city does not have any instance of this type. For example, in Figure 7, 

the automatic extraction system has not found any information about Maritime Museums in Munich, because 

certainly they do not exist. The data matrix construction by means of extraction processes is slanted by the 

precision and recall of each method used during the whole process (i.e., the natural language parser, the 

named entity detection heuristics, the inaccuracy of Web statistics and the relat-edness measures). The 

precision index measures the number of correct values among all the values obtained. Recall is calculated by 

dividing the number of correct values by the total of values that could have been found. As explained in 

deliverable D2, for the purpose of the project, high precision is needed, to ensure that the values that we 

attach to some city are correct. High precision is achieven at a cost of reducing the recall. In this case, the 

symbol ‘?’ may appear in the data matrix because we have not been able to retrieve the information from the 

Web page. For example Oslo has a Natural History Museum, but this data has not been found by the system. 

 

 

Figure 7: Resulting matrix from the Tree extracting procedure 
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The distance for a city that has missing data value to another city with known data has been established 

to a value of 0.75. A value higher than 0.5 has been fixed in order to represent that a city with something is 

far from a city with probably no elements of the same typology. Due to the recall error, as a missing cannot 

absolutly mean that the city has no instances for the attribute, the value of distance used is not 1, but 0.75.  

Moreover, the distance between two cities that have missings has been set to 0.25. In this case, this 

lower value on the distance (i.e. higher similarity) represents that these two cities have something in common 

as both may be cities without instances on the given attribute. Again, due to the recall error, the distance is 

set to 0.25 and not 0. 

 

Table 11. Distances applied to semantic values when missing information 

 ‘?’ No missing 

‘?’ 0.25 0.75 

No missing 0.75 Calculated with eq.10 
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